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RULES

1.

PJ mata kuliah wajib mempersiapkan perlengkapan
sebelum proses pembelajaran

' 2. Membawa Laptop (optional)
El 3. Terpasang Software SPSS
4. Terkoneksi Internet

5. Mengumpulkan  hasil  praktik  selesai
perkuliahan di SIP



Linear Regression

Regression and correlation are closely related. Both techniques involve the
relationship between two variables, and they both use the same set of
paired scores taken from the same subjects. However, while correlation is
concerned with the magnitude and direction of the relationship,
regression focuses on applying the relationship for prediction.



Requirements

For each subject in the study, there must be related pairs of scores. That
is, if a subject has a score on variable X, then the same subject must
also have a score on variable Y.

The variables should be measured at least at the ordinal level.



Assumptions

Linearity — The relationship between the two variables must be linear, that
is, the relationship can be more accurately represented by a straight line.
Homoscedasticity —The variability of scores on the Y variable should
remain constant at all values of the X variable.



Example: Linear Regression

In this example, we wish to (1) fnd the prediction equation that allows us
to best predict students’ grade point average scores (GPA) from their
reading scores (READ), (2) determine the strength of
this relationship, and (3) test the null hypothesis that READ and GPA

scores are unrelated.



Windows Method

1. From the menu bar, click Analyze, then Regression, and then
Linear. The following Linear Regression window will open.
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2. Click (highlight) the GPA variable and then click B to transfer this
variable to the Dependent: field. Next, click (highlight) the READ vari-
able and then click [#] to transfer this variable to the Independent(s):
field. In the Method: field, select Enter from the drop-down list as
the method of entry for the independent (predictor) variable into the
prediction equation.
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3. Click | gtansics._| to open the Linear Regression: Statistics window. Check
the fields to obtain the statistics required. For this case, check the fields
for Estimates, Confidence intervals, and Model fit. Click (&85 ywhen
finished.
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4. When the Linear Regression window opens, cli to open
the Linear Regression: Options window below. Ensure that both
the Use probability of F and the Include constant in equation fields
are checked. Click (e8] to return to the Linear Regression window.
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5. When the Linear Regression window opens, click B2 to complete
the analysis. See Table 11.1 for the results.
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SPSS Output

Linear Regression Analysis Output Regression

Variables Entered/Removed®

Model Variables Entered Variables Removed

Method

1 1{eading SCore?

Enter

2 All requested variables entered.
® Dependent Variable: grade point average.

Model Summary

Adjusted R Std. Error of the
Model R R Square Square Estimate
1 Ba7e Aoz 33 S2848

7 Predictors: (Constant), reading score.



ANOVAP

Mean
Model Sum of Squares df Square F Sig.
1 Regress-inn 4.253 1 4.253 29418 00
Residual 1.403 13 08
Tiatal 656 14
3 Predictors: (Constant), reading score.
! Dependent Variable: grade point average.
Coefficients?
Unstandardized Standardized 95% Confidence
Coefficients Coefficients Interval for B
Std. Lower Upper
Model B Error Beta f Sig. Bound Bound
1 {Cﬂnﬁtant} =111 Ada — 248 B08 =1.075 A0
reading score 061 010 B67 6.278 000 040 D82

3 Dependent Variable: grade point average.




Results and Interpretation

Prediction Equation

The prediction equation is Y' = A + BX where Y’ is the predicted
dependent variable, A is the constant, B is the unstandardized regression
coeffcient, and X is the value of the predictor variable.

The relevant information for constructing a least-squares regression
(prediction) equation is presented in the Coeffcients table



In order to predict the students’ grade point average scores (GPA) from
their reading scores (READ), use the values presented in the
Unstandardized Coeffcients column. Using the Constant and B
(unstandardized coeffcient) values, the prediction equation would be:

Predicted GPA =-0.111 + (.061 x READ)



Thus, for a student who has a reading score of 56, his/her predicted GPA
score will be: Predicted GPA =-0.111 + (.061 x 56) = 3.31

However, in the Model Summary table, the Standard Error of the
Estimate is 0.32848. This means that at the 95% confdence interval, the
predicted GPA score of 3.31 lies between the scores of 2.66 (3.31 - (1.96 %
0.32848)) and 3.95 (3.31 + (1.96 x 0.32848))



Evaluating the Strength of the Prediction Equation

In a simple regression such as this, where there is only one predictor
variable, the multiple R is equivalent to the simple R (Pearson product-
moment correlation). For this example, the multiple correlation coeffcient
is 0.867, and the R-square is 0.752. Therefore, for this sample, the predictor
variable of READ has explained 75.2% of the variance in the dependent
variable of GPA.



The ANOVA table presents results from the test of the null hypothesis
that R-square is zero. An R-square of zero indicates no linear relationship
between the predictor and the dependent variable. The ANOVA table
shows that the computed F statistic is 39.42, with an observed signifcance
level of less than 0.001. Thus, the hypothesis that there is no linear
relationship between the predictor and the dependent variable is rejected.



ldentifying an Independent Relationship

The Coeffcients table presents the standardized Beta coeffcient between
the predictor variable READ and the dependent variable GPA. The Beta
coeffcient is shown to be positive and statistically signifcant at the 0.001
level. Thus, the higher the students’ reading scores, the higher their GPA
scores, (Beta = 0.87), t = 6.28, p < .001. Note that the standardized Beta
coeffcient of 0.87 is identical to the multiple R coeffcient. This is because
there is only one predictor variable.
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